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Toward the end of 1985,
up on Amateur Packet Rad t [
Soon, the packet switch w be  replacing
digipeaters around the country, iving nore
reliable (Ilf sl ower) operation of tThe overall
net wor k. he first 'switches have been based on
TAPR TNC-2 hardware, and therefore are sonmewhat

new devi ce showed
rlule packet switch.

limited, An acconpanyi ng paper describes what
tﬂpes of hardware the author sees being used in
the future (both near and down the road) for the
swi t ches. his paper, wi|l explain the author's
view of how the switch software should be
or gani zed.

This paper will not provide actual swtch
code, but rather indicate where pro%ress i s bei n?
made, and where help I's needed. Also, whereve
possible, | cite Protocols and Standards | believe

shoul d be i npl enent ed.
Types Of Packet Switches

~_ Before we delve into the neat of the software
inside the swtch we nust deci de what . the
swtch’'s function(s) are. | see these functions
falling into two catagories, with one havjng two
sub-catagories;, the transit switch, and the end-
point swtch.

The first type is called the transit switch
because jt |% used to pass network connections
through it ut not necessarily act as an end-
poi nt~ of a network c%nnectlon, except for
mai ntenance functions. The transit swtch can be
thought of as a software "patch-panel" type of
device, This nmeans that packets comng in from
one adjacent switch station will pass through tne
transit swtch to another adjacent switch. The
length of time the "patch cord" is PI ugged in,
al | owi ng the connection, depends on the type of
networkln% protocol s bei n% used. It can vary from
a very short period (the single packet) in a
dynam c-routing datagram network, to al nbst
forever in a pernanent virtual circuit case.
Normal 'y, the patch is maintained for the |ength
of the“end-to-end Network connection in virtual
circuit networks. The transit switch may al so
erform a simlar function as today's renpte

i nterconnecting

ocation digi peaters, that of
local networks to forma l|arger network.

Transit switches may have slpeci al hardware
needs, since they will nost |ikely be placed at

renote |ocations far away from network users.
Anong these hardware neéds wil| be low-power
operation _and of key parts for
survivabi |i t)&. software may be
required to take advantage of this hardware.

~ The other twe. of packet switch is the end-
oi nt switch. ile it may also performthe
ransit switch duties nmentioned above, it will
al so have software that allows th%, end-u%\%rs of
connections to interface toit. This Is where a
tzpl cal Amateur station will put his packets “into
the pipe':) and also where the packets cone "out olf
the pipe’ at the other end. I ~ patch pane
scenari o nentioned above, the end- EO'WE swtch is
anal agous to the |ast patch ;rJ]ane that has the
equi pirent . connected to It. Inorder to perserve
the capability of using older packet systens that

may be capable of only’ |level 2 connectians, ther
are potentLaIlK two different types of networ
interfaces in the end-point packet” switch.

If the en%—user is an Amateur that has a
newer packet oard (called a PAD) wth true
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networking code in it, Amateur A can ask for a
Network Layer connection fromthe switch. The
switch. understanding that a PAD is requestin

connection, wll automatically provide the initia

I'ink and network connections, and proceed to
attenpt. to place the requested call to the
destination station.

an Anateur using
2 only software,
hgrd of grow ?lhng
i . this
ogfam Whi ch
i

end- user .
vel 2 (li
~ be some additional
interface for the user.
t hrough an addi tional pr
the "network access PAD
~access PAD routine wl
cation |l ayer programinside the end-point
and wilT provide all the necessary network
ace magi ¢ for the Link-only Amateur!
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Let ne now describe how I
sof tware m ght be organized.

Top- Down Design of Switch Software

. One reason for this paper is to indicate how
in are working on the switch software.

to now, nost packet s[}]/stems have been designed
first pu:tin% toget her sonme hardware, then
| owlevel drivers for that hardware, then

hi gher level code to properl weak th
afvers Selc COURi T2 PRPRehuY) &' o
does indeed work, 1t can |ead to problens
unantici pated probl ens occur. It also
be difficult for nore than one person to
a project using this approach. = AVRAD has
rking on the packet swtch using nore of
own deSign approach. Wile what we
rr_af; not be exactly top-down, it does fol
phi Tosophy.

are studying the various aspects of the

EFORE writin l'tne of code.. This
des how the various processes jinside the
h interoperate, and how to nake the best use
e hardware supplied.
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As part of this study, we quickly came to the
conclusion that in order for the

software '"machines'" of the switch to wo
proFerly sone_sort of operating system shou
I mplemented. This operati n?. system need not be as
conplicated as a disk operafing system but should
provi de the necessary tools for the different
processes to intercommunicate. It should also
provide a common set of utilities for access to

shared switch resources, such as the menmory or
buffer pool, and tiner subroutines. | will pursue
the operating systemin nore detail shortly.

We decided to follow the I SO Qpen Systens
rconnection Reference Mdel ( I-RMg.V\hen
tting up the task of designing our switch,
is gave us sone rather clear divisjons of
sponsibility, both for dividing our |abor pool
r the desi gn work, and for 1at software is
sponsi bl e for acconplishing which sub-task of

he overall switch.

. .| feel that nmost sub-tasks should have two
distinct parts; the operational code,. and a
managenent section that errors are reported to and
new requests of that sub-task are coordinated
through. This will |ead to nore orderly code at
each Sub-task, and also provide a better form of
sub-task interconmunications.

wn—o



Sone of the sub-tasks of a typical Amateur

packet switch are as fol | ows:

A Qperating System (including resource
managenent) . ] ) )
Mai nfenance Application of switch.
Message Authentication for maintenance.
Dat abase management (User and Routing).
Net work AccesS PAD Application
i1f available). )

ssion Layer Protocol for internal

switch applications. )
Transport Layer Protocol Machine.
Network Layer GCateway Machine
(if needed). )
Net work Layer Addressing and
Routing routines. )

. Networ k Layer Protocol Machine.
Link Layer” Protocol Machine.
Physical Layer Software Support.

I M Mmoo m
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Each of these sub-tasks will now be discussed

i ndi vidual l'y.

Qperating System

A typical packet switch will need to perform
several “different processes, seen ngl)é at once.
One nethod of acconplishing this woul € to use a
separate nicroprocessor for each sub-task. =~ While
this mght make the witing of software easier, it

is genérally considered 'a waste of processin
power, costs muchnore, and takes nore room an
power . Until this nmethod of dividing the overall

switch task becones necessary (due to single
processor overload), another nethod can be uSed
more effectively. meday, as RF channel speeds
0 up and as nore RF channels are used per swtch,
he use of multi-processors will becone necessary.

One mcroprocessor should be able to perform

all the necessary functions of today's packet
switch if some “method of dividing up it's
processing tine is devised. This division of tine
can be dohe in many ways. One of the nost comon
methods is to have the hardware provide a timed
interrupt, ich the processor uses to indicate
t im to switch tasks. This V\ﬂ%', each task Is
I'l certain time slice to perform as much of
s as possible. Anot her nethod of
he processor time is to let each task
npl etion before switching to another
ere are_also various conbi nati %ns o¥
task switching nethods. The nethod o
al on? wth the necessary support
make tThis task swtching transparent
s Is one responsibility of an operating
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n the packet switch
h at |east two other
mation_and to request
he tradi tional
subroutine (or
he information to
r t. Each

Tads 4

) st al
will e 0ocC €
processes, both to pass infor
services fromthe other process.
method to do this is to call
functlon?, passing a pointer to t
be tranferred, or the service g
process may be witten at a different ti
a different person. This sometimes | ¢
different interprocess interfaces, making the
overall system design nore conplicated. A
standard, redefined set of routines to provide
information passing and service req_tf[\ests. woul d. ai d
in the deS|g[n|_ng of the swtch. I's 1's another
a

| processes i
onmmuni cate wit

3z 3
23

service that iS often provided by an operating
system
Still another service that would be

frequently requested would be a comon set of
subrouti nes o) rovide menory and buffer
The packet switch i's basically a
message transfer %Chl ne, with the nessages beina
the packets. ese nessages are “usually
mai ntai ned inside the switch in bufferss. The
requesting for, and the freeing of buffers, along
with the passing of buffers and accessing of data
within the buffers, can easily be standardized
into a common set of subroutines. This set of
subroutines ur[jped together is called buffer
Buffers "are nmade f

nmanagenent .

I
managenent . rom conput er
menory, and this menory is usually controlled by
anot her set of s%br?utl ne(?, calle menory
managenent. Since buffer and nenory management
routines are services used by  almest all

?rocesses,_ they are normally considered part of
he operating system

5.79

The packet switch has several processes that
rely on the use of timers for error detection and
recovery. _ In nore advanced systens, such as the
packet “switch, software timng |oops are not
consi dered good form since they occupy too nuch
processor tine, essentially putfing to sleep all
other processes just to keep tinme. ~ The suggested
alternative is to use hardware tinmers wth
software support for those tinmers. . Since tiners
are requested by various processes, it makes sense
to provide timer access as an additional service
by the operating system

Noting that the use of an operating system
woul d

t hat . be
the switch

~provided the above SL#JPQH
beneficial both to those of us (ting
code now and to those witing additional code for
the swtch or nodifying our switch code, we
started |ooking at available operating systens.
Qur prerequisites included that the “opérating
system be either free or inexpensive, preferrably
wiitten in a higher level |anguage for software
pogtabl lity, and be efficient” at’ its appointed
obs.

|

Qur present packet switch hardware is based
on Intel mcroprocessors (the 8080 and 8088
famlies), at first it looked like iRMX from Intel

mght be a good start. It had all the necessary

suPport capability nentioned above, al on(]; with a
ot more. ~Upon careful analysis however, Tt began
to look |ike iRMX would take too long to perform

most of the requested tasks.

About the sane tinme we deci ded iRMX woul dn't
fill the bill, ke ODell started talking uPa
different type of operating system calleéed the
HUB. It was desi gned to be nore efficient In
message based applications, especially in packet
type  devices. Tﬁe more he tal ked, thé better it
sounded. HUB does not have a lot of fancy stuff,
such_as processes Interrupting other Processes,
but for our application we don"t need that fancy
stuff, ich nine times out of ten gets in the way
and takes valuable processing time. M ke was
convinced that the HUB was the rig
that he wote the code for us in C_ |
able to conpile his C code on an | BMPC and on a
Xerox 820. "W are going to use the HUB operatin
system as the basis for our packet swtch, as soo
as we get a nore thorough understanding of it.
M ke has witten an introductory paper ornn the HUB
which Is el sewhere in these proceedings. | fee
this HUB will becone a very inportant part of our
acket switches, since it provides a stable,

rking interface for the rest of the tasks to
use.

SO

Eventual | y, t he operating system shoul d
robably be witten in assenbler, since it will be
he nost commonly used software in the swtch.

Mai nt enance Application Task in the Switch

] Now that we have an operating system running
in the switch, there nust Ee sonme tasks that the
switch needs to perform = One task mght be the
mai ntenance of the switch itself. This task could
be divided into two sub-tasks; mnor "tweaking" of
variables for nore efficient switch operation, and
recovery after some type of malfunction. VWhile
the varlous protocols” mght be capabl e of doin%
m nor tweaking of their own variables, both o
these sub-taskS should be avajlable to an Amateur
remote from the swtch. This nmeans an Amateur
coul d establish a connection to the swtch,

indicate the purpose is to perform renote
mai nt enance of the swtch, pass through somne
aut hori zation door, and then perform the

mai nt enance of the switch, as long as the switch
i's operating.

Ampng the mai ntenance functions that should
be available are:

Take the switch conPI etely off the air.
Re-boot the switch Trom nass-storage.
Upl oad new switch code or portion of
swtch code over the packet channel.
Li st oFeratin% paraneters of the tasks.

List status Of connections to swtch.
List stations and switches heard |ately.
Gain access to User and Routing

dat abases for |isting or updating,

Modi fy operating paranmeters of switch.
Monitor and report swtch operation.
Dunp error reports since |ast

mal nt enance connection.

LT ommo o wr
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should be a V\.a¥ to gain access to_ it, assuming it
y f d.
he
it1rough it to gain access
I f one Physical channel is tied up or broke
N . the switch
has sone na{or flaw that prevents proper
be
per f or med.
FrJom a renote |ocation. best way to do this
S
then re-
as been successfully conpleted. Modifyin

a switch starts malfunctioning, there
has not total aile Each Physical channel
connected to t switch should be allowed to have
a connection established thr .
to the Mintenance Application program = This Way,t

n 1
could be turned off w thout renoving the whol e
switch from the network I'f however,

) Ion%-term
operation it may be better to totally disable the
ole switch “until e repairs can

There also needs to be a nethod of either
| oadi ng new swtch, codeLrhor updating a database
e
to store the uploaded informatioh on a mass-
devi ce, boot the switch after the
ortions of the switch code "on-the-fl'y"™ coul
and shoul d be avoi ded.

u
f
I
storage
pl oa§ h
p

u
prove disasterous,

~ Anot her mai ntenance function would be to
nmonitor sw tch 0f>_erat|on. ~ This can be done in
real -tinme (establish a maintenance connection,
then let the Mintenance Application grogram
peri odi cal | du status 1 nformation) of by
accumul ating”the status information In variables
or a database for later retrieval.

The mai ntenance process described above
assumes there Is not a separate Service Processor
connected to the switch, or the Service Processor
is not available for sone reason. If there is a
Service Processor avail able, st mai nt enance
functions will robablz be performed through it,
In addition to others that the actual switch could
not performand still operate normally.

Renpt e mmi ntenance. of switches will be a
necessary function that will be inproved upon_as a
history of swtch operation is docunented. Ther e

IS no'way we can predetermne all the malintenance
requi rements before some actual operating tine is
I_o§%=d. This_ fine-tuni n? of swtch mal ntenance
w IT be especially inportant for remotely placed
swi tches,  where access nay be difficult or
i npossible for long periods of "tine.

Since the maintenance application does not
have any nmajor speed constraints, it could be
witten’in a higher level |anguage such as C for
portability.

_The Mai ntenance Application process wl|
receive its data from one of two sources; a |ocal
console if the maintenance s being dons on-site,
or from the Message Authentication process if e
mai nt enance requests are comng over a packet
channel . e i ntenance ApplTcation process
shoul d be abl e request status of each switc
process, and control certain aspects Of eac
switch process. The access to each process wll
normal |y be through a managenent routine within
that process.

ca
te
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Message Authentication for Mintenance

. Since the maintenance application involves
direct control of the packet switch internals,
some nmethod of allowng certain Amateurs access
whi | e preventing other” Amateurs access nust be
enployed.  Access control schemes such as sinple
passwords or control codes are not adequate, sinhce
any Amateur listening to the packet channel can
ain know edge of them Since packetradio is a
|rg|;|t_al communi cationss method, a way of
dynanmically digitally encoding both the access
request and the actual” conmands Sent_to the swtch
can be easily acconpl|shed, Paul Newland
resented a paper at the 1985 ARRL Corrputer
Ee_twr_)rkl n Oonf%rence_ describing such a schene.
Coincidentally, Hal Feinstein came up with a_very
simlar schéme at about the sanme t ine. Hal has
been working on this over the |ast year, and has
witten a paper on his activities, found e|sewhere
in these proceedings. He is also witing the code
to perform the” nessage authentication he
descri bes.

‘The Message Authentication process does not
requi re real fast execution tine, sit could be
witten in a higher |evel |anguage, such as C, for
portability between different "types of sw tches.
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The Message Authentication process interfaces

bet ween the Ml nt enance plication process, and
the Session Layer Protocol nachine, or the
Transport Layer Protocol machine if there is no

Session Layer.
Dat abase Managenent

Packet switches will need to know where.
route the packets they receive. This routing wi
pbe based on infornmation the swtch naintains |
how the network is organized. Since thi
information should be quickly accessable,
orderly method of storing it” should be used.
Also, " routin information = w | change
eriodi cal 1{, ue to switches fg0|n _up and down.
n order to keep the routing informtion accurate,
a small database manager Should be used.

ST O
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~Another function a database nanager could
provide for end-point switches is to keep a list
of Amateur stations it normally services. This
way, when a request for one of its users comes in
it”wll recognize that jt should respond, or _if
the user has indicated that all calls for
should be forwarded to another switch, the swt
can pass the new destination end-point swt
address back to the source end-point swtch.

Lt
ch
ch

Thi s dat abase nanager does not need to be as
sophisticated as a commercial program A
relatively small database program can support
these twdo databases, al ong with any other
dat abases that mght be used DBy the switch (such
as mal ntenance records). The database program
could be witten in a higher level language, ‘such
as Cwith no ill effects.

Network Access PAD Application

end-poi nt switches will
erent network access

t he Amateur has

it can re uest
h the swtch. 4f the
connection capabilit
rds have), the switc
itional functions for

As nentioned earlier,
need to provide two diff
met hods to the Amateur..
Net work Layer capability
connections “direct ly throug
Amat eur only has Link Layer
(such as most present TNC boa
Wi Il have to perform sone add
the Amateur.

One net hod of provi ler(qu this service would be
whenever a Level 2 only TNC requests_connection to
the swtch (note the connection is TO the swtch,
not thru it as a digipeater is presently used),
the switch would accept the Ljnk Layer connection.
This Link only connection indicates that the user
cannot support network protocols, and the switch
then places a request to the Nefwork Access PAD
code_ for assistance. he Network Access PAD
routi ne m(t;ht then send the user a nenu of
functions that the net access PAD code can
provide, such as:

Connect to another Local Amateur. .

List All Local Amateurs on this Switch.
Look up a Rerpte Amateur's Address.
Calculate path to Renote Amateur. _
Connect to Renote Anmateur via supplied

at h.

E:onn_ect to Rembte Anmateur via path
|nEI|ed by supplying Destination Swtch
Addr ess.

o UpPwNE

7. Connect to Renpte Switch to Mnitor it's
the rempte channel. )
Add this Anateur station to Switch User
dlrectorkl._ . .
Delete this Amateur station from Switch
User directory. .
10. Indicate an alternate path for this

Amateur station (station will be nobile).

~The above list is-not nmeant to be a final
version of a menu, but does Indicate some of the
functions the network access PAD routine shoul d

provi de.

The user then selects the function or
functions to be performed, and th? ?vvltch t akes
care of doing the actual work. | or exanpl e,

the user requests a network connection to another
Amateur on the same switch with Network Layer

capabi|ity. The switch will then request a
network connection to the destina *on Amat eur o
behal f of the first Amateur. the networ
connection is successful, the switch will handle
the Network Layer protocol machine for the



Amateur, using the Link Layer connection to
rovide data inhtegrity between itself and the
irst Amateur.

One fOI nt here is that a |lot of additional
work wl 1 be done inside the switch to provide
this service to Link-only Amateurs. If two Link-
only Amateurs wish to conmmunicate through a
switch, it may be better if they connect directl
to each other,” usi ngb_the packet “switch in Level Z
di gi peater node. gipeating is generally not a
good i dea once true networking arrives, "but in
Some cases it ma_\i be the nost e%flm ent method of
comuni cati ng. link usj mt; only one digipeater
shoul d be Stable enough tTo provide reliable
comuni cations, and the Toss of efficiency due to
digipeating may be made up by the reduced ampunt
of “overhead the Network Layer would otherw se add.

One type of Network Access PAD interface will
be based on the CCTT X.28/X.29/X.3 set of
standards, conmmonly referred to as the triplex
protocols. X . 28 defines the user-to-network PAD
Interface, X 29_defines the network-to-PAD
Interface, and X. 3 defines the variables used in
the IB,IAD along with sone common settings of these
vari abl es.

) Dave Borden has witten a paper on the User
interface which can be found el sewhere in these
?roceedl ngs. The user interface is another task

hat can be witten in a higher |evel |anguage
such as C
Session Layer Protocol for Internal Swtch

Operations -

The Session Layer is used to multiplex nmore
than one data stream to the upper |ayers over a
single transport/network connection. ‘This may, be
necessary in the switch for maintenance and” for
Link Layer only connections. An exanple of the
|atter would be if a Link Only TNC requests nore
than one network connection, or i the TNC
requests both a network connection and sone other
Network Access PAD function simultaneously.

am leaning toward the use of a sub-set of

X. 225 Session Layer protocol for
starters. This p ol 1's moré than adequate for
use by the packet switch. = The use of a hi gher
| evel "I anguage for the Session Layer Protoco% in
the switch would not pose any najor  probl ens.

Machi ne

The Transport Layer
absolute data |nt egﬁl t
connections. Wile the t
i_ndi vi dual

Transport Layer Protocol

responsi bl e for
the network
wor k Layer nakes the
between swi tches, the
Transport Layer provides a_ |ogical connection
between the two end-pointS (source and
destination). Di fferent twork Layer Protocols
EI ace différent requirements on the Transport
ayer Protocol .

A network nade up of datagram type switches
need a nore conplicated TranSport Layer
machi ne, partially because datagram
mai ntain a "connection” between
each other, and therefore do not have ANY error
recovery (that's recovery, not detection)
Procedures operating between thensel ves. Al so,
he only real recourse a datagram switch has when
detecti'ng an error is to throw the offending
packet in the garbage queue and hope it is
retransmtted.

- A network based on virtual-circuit type
switches will need little, if any, Trans ;iort Layer
Protocol machine. . Since individual | ogical
connections are maintai ned between sw tches
involved in a network connection, these indivjdual
| ogical connections will detect and correct al nost

is
acr oss

connecti ons

will
Pr ot ocol
swi tches do not

al T errors incurred al on?_ the network connection,
The only two error condifions that the individual
| ogi cal “ connections between sw tches won't ALWAYS

correct for

f properlf is a total transit switch
failure sonmewhere alo

ng the network connection,

and data corruption inside a switch, nost |ikely
due to partial memory failures.
For the above stated reasons, end-point

switches may want to enploy sone form of a
Transport Layer Protocol machine on connections
where absolute data integrity is necessary. At
the 1985 ARRL Conput er twork, | proposed the
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Amat eur community adopt the use of the COTT X 224
Transport Protocol network

! X o (Axrz-wtde, tioth Iiord virtual
circui net wor ks . es) an atagram
networks (the TCP/1P crowd). y'|phis Transport Lgayer
actually defines five different cilasses of
Transport Layer Protocols, with negotiation of
classes allowed at_the Transport Layer connection
est abl | shrent . The varjous claSses provide
different forns of end-point error detection and
correction. |ntereste d readers should refer to
the 1985 ARRL Net wor ki ng Conf erence

proceedi ngs.

o

Comput er

The inportant part of the X 224 Transport
Layer Protocol is that with the various classes
defined, a switch can request only the amount of
overhead necessary, wthout having to [ive with a
ot of excess baggage. The datagram based —network
w !l need to use the ass rotocol, whi ch has
all the bells and whistles. a Transport Layer
Protocol machine is_deemed necessarl))/ in a virtaoal
circuit network, Cass 1 should be sufficient,
especially if the checksum option is inplenented.

The X. 224 dass 1 nmachine does very little,
as far as Transport Protocols go. It starts. by
est abl i shi ng an end-point 1ogical connection
between the Two end-pont devices (normally the two
end-point switches). It then relies on tﬁe use of
state variables and tiners to detect and recover
fromerrors, just like Link and virtual circuit
Network Layer protocols.. The difference is these
state variables are maintained end-to-end ONLY,
they are not affected by individual Link or
Net work Layer connections. If an internediate
switch in a network connection fails, the
TransPor_t Layer Protocol machine will eventuall
detect it ue to tiner failures. The Transpor
Layer Protocol nachine will then attenpt to re-
establish the network connection from the source

end-point to the destination end-point, wthout
any User Amateur intervention, unless requested.
Lost and duplicates packets will be detected by

their wong sequence numbers.  This corrects for
aI_It bhut oné problem data being mangled inside a
sw tch.

. The COTT X 224 Transport Protocol has an
option to append a checksumtq all data packets.
Using this option, data integrity can be assured.
Since the Transport nmachine is end-to-end, the
checksum is al so end-to-end. This means the
checksum needs to be cal cul ated °“1¥, at the two
ends, not at every intermediate switc

The Amateurs at each end of the network
connection nmay not have the X 224 Transport

Protocol In their PADs for a while, so the swtch
will have to provide the Transport Protocol
machine. This I's the way nost commercial virtual
circuit networks operate. The end user accesses

the network via an X. 25 connection. The network
then attenpts to nake the requested network
connection using . a Transport La))(rer protocol for
end-to-end data integrity, and X.75 or a simlar
Net wor k Layer Protocol . X. 75 is basically the
same as X. 25 except It operates in a "bal danced”
nmode, while_X 25 is nore of a naster/slave
protocol . The X. 25 user-to-end- ROI nt-switch
connection maintains proper data flow fromthe
user to the network, the X 75 connections maintain
?roper data flow between the switches involved in
he network connection, and the Transport Layer
connection nmkes sure that the data traversed the
whol e network connection properly.

KeeE in mnd that a network of X 25/X. 75
Net work Layer connections may be reliable enough
for nmost communications, all'owing the Tr anmort
Layer machine to be devel oped and refined ile
the Network Layer is "on-the-air". This wll
al low a study of exactly how nuch of a Transport
Layer Protocol needs t0 be used to back-up the
Netfwork Layer connections.

Anot her requirenent that may be inposed on
the Transport Layer nachi ne woul d be that of
"gatewaying'"_between different Transport er
Protoco¥s. The best way to take care of this
potential problem woul d be to negotiate to the
roper class of Transport Protocol To be used from

he outset of a network connection. I'f a
Transport Protocol is inplenented that does not
allow this negotiation (such as TCP), there nay
need to be a Transport Lazer gateway at the
interface swtch betvveehn.t e two (hnco aﬁlble

Protocols.  Technically, this violates

Transport



the 1SO Reference Mddel, since the Transport Layer
Protocol each end-point sees is not the same and
therefore the infornation at each end-point nay
not be valid across the entire network connection:
Still, if the Transport Layer gateway is witten
carefully this can be a viable alternative.

The Transport Layer Protocol maching shoul d
be witten in a higher |evel Ianguaigfe stch as C
since it may need t0 be ported to di fierent types
of microprocessors.

Network Layer Gateway machi ne

Just as there may be a need for a Transport
gateway, theré may also be a need for
gateway. This process woul d be able
ackets from one Network Lay
to that of a different type, meking ¢é
ateway appear to be working wit
Frotocol. Thi s tNe'[\l\o

i 0

kely be easier W

e Transport Layer_(]]at ewahy, since the cha
necessarily ave end-to-e
This task’is made even easier
has been negotiated to

the need f

<))

La%/er
wor k™ Layer
o transform

)
jﬂ

——
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Layer ) ﬁat eway will
d

35,

woul not

I eper cussi ons.
the Transport Protocol
agreed upon cl ass,
Transport = gat eways.

. The Network Layer gateway machine coul d be
witten in a higher  level 1language for
portability.

Net wor k Layer Addressing and Routing Issues

There has been a lot_ of l|ively discussion
over the last year regarding the Network Layer
Protocols of choice. In addition to that basic
di scussion there are two other related_subjects
that invoke an equally |ivelly debate. Those two
subjects are what network addressi n?_'sch_eme isto
be used, and how routln% informafion is to be
stored and how routes are 1o be determ ned.

VWhen | first suggested the use of the Amateur
callsigns as the addresses for the Link Layer of

O —
=35 —!

el mnating

AX.25, 1t seened |ike a natural, The best part of

using the callsign is that they have been pre-

assigned by the FCC., totally elimnating the need
0

. 0 [
for "some organi zati on It assi gn addresSes, which
|

was the case for the older SDLC protocols used. I
believe this is still the case, even for the
upfler-layer prot ocol s. However, he Amat eur
ca

sign”alone may not present enough information

to "help" a network connection along.

Several additional addressing schenes have
been devised by the Amateur comrunltg over the
last, year. Fortunately, nost of thése do not

require an orcl;ani zation ‘or groups of organizations
to assign network addresses. = sSomeof the nore
comrmon addr essi ng schenes are:

A Callsignnly.

Callsign Plus Area Code/ Phone Number.
Callsign Plus Airport Designators.
Callsign Pl us Zi p- Codes ( |Lp Plus 4?).
Callsign Plus Latitude and Longitude.
Callsign Plus Gidsquares. )

Assi gned Nunbers by a hei archi cal
group of organizations.

Some of the Peopl_e in the comercial network
wor| d warn agai nst using addressing schemes that
include or inply routing information. feel that
while we are building the Amateur Packet Network,
and until our switchés are sophisticated enough to
contain all the routing information necessary to
route packets without any other help, we my nheed
some routing_information included in the network
addresses. ~This is why | suggested the use of
callsigns plus gridsquares in my AX 25 Level Three
roposal In the Third ARRL Conputer Networ ki ng
Eroceedings. The suggested nethod there was 10
put the Amateur cal %SI ns in the normal AX 25
address fields, and add the gridsquare information
as Optional facilities. This way, the callsigns
vu_lf al ways be there, but e additional
gridsquare 1nformation can be dropped when it is
no | onger needed.

Meanwhil e, the first actual |
AX. 25 Level Three has recently cone out, and it
supports callsigns plus area codes and_ phone
numbers. Both of these systems do inplicitly
carroy routing information, since they both carry a
recogni zable method of identifying where the

OTMMO®

i npl enentation of
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destination station is physically located. It is
beyond this paper to indicate which is better,
however both are addressed in additional papers
presented el sewhere in these proceedings.

The point | want to enphasize is that one
reason why AX 25 Level 2 has been so successful is
that the” addressing issue was resolved without
creating a bureaucracy to maintain records of who
was assigned what addiess, | feel this is equally
inportant at the Network Layer.

The routing issue is another area of great
debat e. ‘Not = onl is the actual route
determ nation an iSsue, but how the routing
information is stored is also an Issue.
Eric Scace, K3NA has been working on a
routing algorithm that is self-generating.
enever a packet switch comes on the air, It
notifies other packet switches it hears that it is
now avail abl e. | packet swtches it notifies
then add it to their routing database, modifyin
any routes that can now berun through it. AI%

the switches involved then pass the new routes
they have cone up with to each other. The |ast
step is to erase any duplicate routes in the

process can take a while, and
in the dat abase
A nethod of

dat abase. Thi s
since the whole routes are kept
it can_ conceivably grow rather |arge.

shrinking this database size is 1o tokenize the
various paths, and then expand the tokens whenever
aroute is | ooked up. he problem w th nost

met hods of shrinking the Routiﬁg dat abase is that
the routes must be expanded back whenever they are
accessed, either for look-up or for database
modi fi cati on. This can add time to the |ook-up,
\t/\htl)lch may be a worse situation than the large
able size.

Routing is one subject that will need nore
For now, we may be hetter off letting the
User specify the route”(explicit routing). . AS the
Amat eur Network grows, a better feel for the
automatic routing algorithnms wll energe.

wor k.

. Routing algorithns could be witten in a
hi gher Ievelg | anguage, especially anes to be used
in virtual circuil swtches, *~since they are
actces)sed only once (during network connection
setup).

Machi ne

) € .am one of the prine pushers of
virtual circuits, it should come as nho surprise
that AX. 25 Level Three is my choice for the
Network Layer Protocol. | feel "that since virtual
circuits tend to catch and correct errors en
they occur, less overall network facilities are
wasfed correcting these errors.

The Network Layer Protocol machine should be
capabl e of accepti n? mul tiple network connections
from a variety of other swtches. Net wor
connections that end at the swtch should
passed on to the proper higher |ayer protocol
machine. First, if a Transport Layer Protocol
machine is |r_\v0£ved., t.he data will be passed to
It. If the switch itself is the destination end-
oint, the data will then be passed to the Session
ayer Protocol machine for further processing. If
the destination station is a Link Layer only TNC
the data nust go to the Network Access PAD program
for Layer 3 processing before being transferred to
the Link Oﬂty TNC. |§ the destinafion station has
n AX. 25 Nefwork Layer connection to the swtch,
the data wll b assed directly to the
destination station PAB.

. The Network Layer Protocol
witten in a hi Eher | evel language.

Net work Layer Protocol

Si nce |

machine could be
The | anguage

of choice for the swtch seens to be C. | see nho
time constraints of the Protocol requiring that
the Network machine be witten in assenbler. The

Link Layer affords enough of a time buffer.

A Network Layer managenent routine should be
enpl oyed as an interface between the network
machi e and the rest of the packet swtch. hi s
managenment routine will nonitor the Network Layer
Prot'ocol nachine operation, and nmeke m nor
adjustments to certain variables. Recoverable
errors may also be reported to the Network Layer
Prot ocol "machi ne managerment in order to keep a
record of malfunctions.

be



Li nk Layer Protocol Machine

The Link Layer Protocol machine uses AX 25
Level 2 as the Link protocol, both between the
switch and the individual Amateurs, and between
the switches, running under the Network Layer
connections.  Since tiere wi || be many deviCes
trying to connect to the switch, the Link Layer
Protocol machine nust be capable of nultiple Link

connections, possibly comng from nmore than one
Physi cal channel .

_The Link Layer Protocol machine will send its
received data (after it processes it) either to
the Network Layer Protocol nmachine,” or to the
Network Access PAD if the source of the data is a
Link Layer only TNC

Even though packet activity operates over
hal f-dupl ex channels ri ght now,~ the Link Layer
Protocol nmachine shoul d %e able to operate full-
duplex. This will allow easjier testing of the
code now, and the addition of full-duplex channels
running at faster speeds, which may be available
in the not-too-distant future.

The Link Layer Protocol machine should have a
separate managenent section that is capable_  of
moni toring Link Protocol mnachine operation. This
management sectjon should be able to report |
status of the Linpk machine to upper layers, fill

requests from the upper layers for additional
Li nk connections, and control certain Link
variables to optimze Link Layer operation. In
addi tion, these sanme variables should be
adj ustable from the Mintenance Application
routines.

Even though the acket switch will

essenti al 12(7 repl ace the digipeaters,.
a need to keep the digipeater code in the swi .
One case is nentioned above, that of_operation
between two Link-only TNC devices. The cost Is
nearly not hi ng (since’digipeating is a very sinple
function) to keep the function active.

. The Link Layer Protocol nmachine could be
witten in a highér level |anguage, such as C, or
it can_be witten in assenbler J;ersonally f eel
that since the Link Layer is speed dependent, it
shoul d eventually be written in assenoler. Thi s
vvaY processing time in the Link Protocol machine
wll not seriousl affect the Link Layer
Operation artlcular{_lnthe areas of tinme-outs.
TEIS wi || become especially true as the speed of
the Physical channels increéses.

there m_i¥ rt]Je
c

Physi cal Layer Support Software

The Physical Layer support software is the
packet switches interface to the "real world". It
is what supports the sending and recei vi n(T; of
packets over the Physical channels. Since this
software directly Supports the hardware of a
Physical HDLC channel, | feel it should be witten
in assenbler for speed. The has to. be
written specifically for the hardware device
so the assenb{er equirement |s not out of

software

?ngay,_rhe end result is that whole frames shoul d
be passed between the Physical Layer suRport
software and the Link Layer Protocol machine.

These frames should al so indicate which channel
they were received on.

5.83

. Wil e the Physjcal Layer support software
will need to be failored to the type of HDLC
channel used, it should be able to run full-duplex
for debugging, even for half-duplex RF channels.
The Physical Layer managenent should be able
to control TCertain variables such as tineouts and
channel speeds. In addition, access to the same
vari abl es should be avai {able thr ough the
Mai nt enance Application.

Concl usi ons

AVRAD wi || be working on the next generation
of packet switch software based largely on the
i deas presented In this paper. W %an to have
the switch code running ijrst on a PC conpati bl e
conputer, wth snaller versions of the code
runpning on the Xerox 820 and TAPR NNC systens.
W feel” that designing the overall switch software
first, then dividing the project up fo actual
codi n?_may t ake sll_glh ly Ion?er to start, but the
resulting systemwl| more tThan nmake up for the
initial lag.”~ It should work nore efficiently, and
shoul d be easier to understand and interface fo.

| am | ookin

forward t eporting next year
on the status of

f or
hi s ongoi ng proj ect.
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