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This_paper describes the design and inplenmentation of
FlexNet. This is a packet switch software with a conplete new
design made in Gernmany. It is beginning to becone the standard
in Central Europe. Running on a dedicated hardware with an
uni que design it i s easy to put cheap and reliable packet
switches on our nountain sites.

1. Introduction

In the |last years of increasing Packet Radio activities,
sone groups in Geifmany began to develop hard- and software for
network nodes. In the Frankfurt area the RVWC (Rhein Miin
Network Controller) was devel oped by a small group of people.
This is a nodeconputer, optimzed for high data_ thorughput = and
an extrenme good rice/ performance relation. Parallel to the
hardware, an absolute new packet switch software was devel oped
in Darnstadt. After only 15 months of distribution, this
software is running on nore than 100 RMNCs in DL and the
nei ghbour countries. A portation of the system to ot her
hardwares is planned. RWC Fl exNet is one of nost nodern,
fastest and on the sanme hand cheapest nodeconputer concept
available in Europe. A lot of nodes change to the RMNC/FlexNet,
because their old packet sw tches have reached the barriers of
their efficiency or an extensi on would be too expensive. On the
other hand there is a built-in autorouter in the newest Version
of FlexNet, which is conpletely new devel oped and has been
proofed to be extrenely efficient.

2. Network Topography in DL

For the understanding of the FlexNet |[|ayout_. we want to
expl ain some aspects of the PR situation in DL. The frequency
assignnents and the governent regulations had a lot of influence
on the devel opment™ of our PR network. Network nodes an
mai | boxes which are operated unmanned need a special |icense.
This has a |ot of disadvantages which we don't want  to discuss
in here. But there is a kind of coordination wich is an
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advant age, because we realized a relative good, structurized
network. Fortunately there were no restrictions in using new
protocols. By this reason it was possible to create several
Interesting projects for digipeaters and network nodes. Today
there are nore than 10"official” nodes in our snmall country.
Because of the frequency situation mostof them only have onhe
user channel (mosty on 70cnm). . The nodes are connected wWth
exclusive links on 23cm. Thi's is the reason why these lines are
free of collision, undisturbed and why it is possible to reach a
high performance with a relative |ow datarate. Lots of lines are
still working with 1200 Baud hal f duplex, but mainly the nost
frequent lines are changed to 900Baud full duplex.” Because of
the-limted frequency assignnents, higher data rates are hard to
realize. This is the reason why we are thinkin about changi ng
to the nicrowave bands. The links have a length of 80 - 200 km
and the nodes have about 2-6 links to othes nodes, each on an
exclusive frequency pair. For this a huge effort of RF
conponents is necessarK. This explains once nore the call for a
cheap nodeconputer with great performance data.

3. Hardware: RMNC

The RMNC is a nmodular system Al boards _have eurocard
format (100 * 160 m1? They are connected with a 64 pin
backpl ane for parallel data éxchange. To nmake it cheaper, all
conponents which are common for all channel processors are
seperated on a so called reset-10 board. This board has a reset
enerator with watchdog, a clock generator and 32 switch |Os
or renote controls. e channel © processor has already been
devel oped in 1986 and contains the follow ng conponents:

CPU mcesoowith 4 or 8 MHz cl ock

VI A 6522 for busconunication

SCC 8530 for HDLC- 1O

27256 EPROM 32kByt e _

2 * 43256 RAM 64kByte, one with battery backup for para-
met er  storage _

TCM 3105 Modem for 1200 Baud, optional

- Modem di sconnect plug for external nodem

~ The boards are connected wth a backplane which |is
availible in the surplus trade as an european industrial
standard. The whole conputer is supplied with 5 volts only. The
boards are distributed as kits. wever, the board |ayouts are
in the public domain for noncommercial use. If you are  able to
get the-conponents quite cheap, the price for “~the whole RWNC
mgl udéggobackpl ane, case, power supply and 6 channels could be
under .

4. Software: FlexNet

FlexNet was devel oped out of classical digipeater cor_lcef\1 ts.
The first RWNC Software (Ver. 1lx had a list of 1ts neighbour
di gi peaters which was coded in EPROM So every digi peated frane
has been sent to the right channel. This made it~ possible to
manage exclusive links. The aimfor the devel opment of the first
FlexNet version was to get the connectability of the node and a
Hop- To- Hop- Acknowl edge with simulated digipeatingg wWth this
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concept the disadvantages of the Net/Ramconcept, Wwhich spred
around in DL, should be avoi ded. _

~ FlexNet was devel oped without third farty source code. The
basi cs for the devel opnent was the AX 25 protocol as well  as
mont hlong brainstormng with friends. Thanks to the progranmm ng
| anguage C it is possible to port the Jaro%ranl to .ot her
conputers.  Because of the bad perfornmance an the 1nefficient
code we did not port it to the z80-TNCs. _

~ The first FlexNet inplenentation on an RMNC came in the
beginning of 1989 with the version number 2.0 to nake a
distinction to the old RWC software. The 2.x version and the
new version 3 have the follow ng features:

- Connectability, the user gets a Ciext

- Callable infotext (Help, I'nfo, News) _ _

- Al paraneters, activity- and Ilink informations are
readabl e _ _

- Conversation node for roundtable discussions

- Conmplete renotecontrol for the Sysops (links, baud-rates,
arameters, infos, beacons), all comunds in plain text

- There is only one callsign for the whole node, nade by
the master-slave-principle. The routing to the different
channels is made bg analyzing the next callsign
(linklist) or by SSID, if there 1is nore than one user
channel _ _ _

- Users cannot access so-defined link channels directly,
therefore the traffic on the links is «collision free

- Sinmul ated digipeating wth the known schene
"Connect <User> Vi a <Node> [, <Node>]" _
UA is delayed wuntil the connection over the network is

made

- Flow Control with RNR/RR independant for each hop

- Wndow size for (8O 1s equal to the sum of the nmaxframnes
of the involved nodes, 'as a result good throughput on
| ong range connections _

- Selective Flow Control for each QSO nade possible b
virtual circuits, so congestion cannot occur for fas
l'inks when slow links on the same node have problens to

et rid of their franes

- Round- Tri p-Ti nmer replaces FRACK paranet er

- Errornmessage on breakdown of the connection
"<Node>: Link failure"

- No tinmeout for Qso's via the node

There were a lot of inprovments mnmade on maintanance. On
general demand we built in a connect conmand. This is done
W t hout chan%|ng the sSIDs. Behind the node processing the
C-command, the same path will be created like it would have been
with normal digipeating.

Exanpl e; <User> t0 <Node>: '"C <Friend»>" _

The node works to the other side with the callfield

_ - <User> -> <Friend> via <Node>*
_ Wth this trick our friend always can connect back to us
w thout the need for us to tell himthe path to use.
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5. FlexNet Autorouter (FlexNet V.3)

The autorouter of the FlexNet V.3 is a conplete new
devel opment. Because of the bad performance of the known routers

we decided not to nake it conpatible with them W did not [Iike
the long node lists where onl a few nodes where really
accessible. And we wanted to build a router which is able to

adapt hinself quickly to changes in top%grahy and failed or
overl oaded links. And of course it should measure the actual
availibility and performace of the links so that it is really
able to find the best vva)g to any known destination. The
devel opment started in the beginning of 198. The first tests
with several nodes were nmade in winter 89/90. I n August 1990t he
router was released wth FlexNet v.3.

The 1linklist (list of the neighbours) wIll be put n
manual |y by the sysoPgl. b(An aut omati ¢ detect’ion of neighbours by
S
Kk

usi ng broadcasts wou e possible, but we don't think it
usef ul b In Germany we don't need it because of our fixed lin
concept).

| nt ernode conmuni cation only takes Pl ace between nei ghbours
who both have their partner in the link lists. By this unwanted
nodes can easlily be |ocked out.

~ There is a pernmanent L2-connection between the nodes, by
this we can exchange destination infos and are able to test the
functionality of the links. So it is easy to detect a breakdown
of a link or” of a neighbour and the router is able to react

I mmedi ately.

Every 5 m nutes FlexNet nmakes a runtime neasurenent for a
200 Byte testfrane within the internode connection. Wth the
| ast 16 measurenents the average runtime to the nei ghbour wll
be calculated. Wth this calculation the Iine utilisation and
the influence of retries wll be recorded. This tinme is used for
routing and the users will be inforned about it in the |inkinfo.
The best way to a destination is the route wth the smallest
actual runtime cal cul ated by adding the link runtimes.

Links to neighbours which cannot handle the internode
Pr_ot ocoll (i.e. marlboxes) are checked with periodical connect
ries. This also makes it possible to calculate the runtime and
to detect a breakdown after sonme tries wthout success. An UA or
DMis sufficient as a response, so mailboxes should |ock out the

call of their local node.

The so-collected destination infos_ are exchanged wth all
FlexNet nei ghbours. Because of the internode <Connection no
periodical ‘repetition is neccesary. _\Wen the runtime to a
particular destination changes significantly, the info 1is
updated. By this the network can quickly react to any changes.

ien a link breaks, the internode gso Qgoes down after a few
mnutes. Then all routes via that link are deleted inmediately.

On each node the user can ask for the runtime to each known

destination, and if he is interested in how the router works, he
can ask for the conplete path to a destination. To get this
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information the node needs some special internode traffic
because each node only knows the next downstream neighbour.
Therefore the path info may be del ayed for some seconds.

By the use of an adaptive hold down tiner bad destination
news are grow ng faster han good ones. Because unreachable
destinations and wunusable 1links are quickly detected, the
destinations shown in the lists were really available a few
m nut es ago.

Si nk-Tree- Al gorithm with adaptive Hol d- down-ti m ng
%uarantees | oop free routes. There is Nno necessarity for a
I me-to-Live-Counter.

Virtual Circuit: There is no necessity of a Layer 4 wth
End-t o- End- Acknowl edge. One step connection all over” the whole
network is possible, the user doesn't have to adapt hinself.
There is no need for an 3-step up/cross/downlink setup, however
users can do that if they like it. Conmunication establishnent
with G commands or one step wth the conmand:

"Connect <Friend> via <first node>, <last node>"

"Connect <Node> via <first node>" _ _
_ The path is allways reversible because the first node is
included in every frane. The connected user is able to recognize
the way back, even if the QSO was build up wth G command™ and
some detours. He always sees a frame with the first and |last
node in the digipeater callfield.

Because there is no L4 it is not necessary to use any
fragnentation on long |-franes. The whole routing is done in the
AX.25-digipeating field. W got it with AX.25, and now it is
very sensefull to use it for routing.

At every node on the way to the destination it is |
to get the data of the Qso's and with these data (goll or reject
states, wunacked frame counts) it is easy to find bottl|enecks hn
the network (and it's fun to look around what's happening). The
overhead by transmtting the entrance and exitnodes in the
di gi peater field is not larger than at existing datagram
protocolls (L3/L4-header).

It is important for other protocols and experiments that
FlexNet routes everything: Frames that do not belong to a
running AX. 25 QSO are routed as datagrans (i.e. ul's), When an
SABMis seen, a virtual circuit is built automatically. In both
nodes the PID's will be passed through unchanged. So all| nodes
including TCP/IP can use FlexNet and draw advantage from the

aut orout er.

possi bl e
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6. Performance of the actual RMNC inplenentation

Today maxi num 9600 Baud fullduplex/channel, extension to
~64kBaud possi bl e and pl anned

16 channel s/ node

More than 100 QSO's/channel, =200 QSO's/node..

Maxi mum data transfer rate of the whole node is =500kBit/s
570 destinations storable

20 |inks (neighbours)

The Master EPROM with the paraneters is generated by a
supplied paraneter conpiler running under M5-DCS. The input is a
text file with the sane syntax used for renmote control. No
patches are neccesary. Sl ave ?rocessors allways have the sane
code,t parns are downl oaded rom the master processor after
reset.

7. Future devel opnent

Wth the 6809 we have reached the Iimt of the FlexNet V.3
by means of code | ength and data space. Because of the | ow costs
for a FlexNet node we didn't think about a larger conputer until
now. FlexNet's reputie is to be very fast and "efficient so we
don't think about porting it onto slower conputers with |ower
dat a t hroughput. vertheless it is very easK to port the
software to any other conputer because allmost the whole code is
witten in ANSI C

In the neantine we are discussing about porting the code to
PCs with plug-in HDLC boards, however that might™ be a nore
expensi ve solution wthout performance gain.

Therefore we are devel oping a new channel processor for the
RWC, which will have nore space for code and data and i ch
will be able to handle faster links. It should be integrated
into the existing RMNC's to save the investnents already nade.

The technical data:

Processor MC 68302

1-4 MB RA 512 kB EPROM ,
DVA-transftfers to the parallel backplane with =8MBit/s
2 channel s/board with max 1MBit/s

RS232-port

On that board we can run TCP/IP, S&F functions and |ots of
ot her th|ngs not yet in mnd. For the high level functions it is
only needed once 1n the systemas a masier processor, however
for"fast links it can also be used as a slave. Then the data
rate on the backplane will draw advantege of the DVA

8. Concl usi on

~ Wth RMNC/FlexNet a Packet Switch was created which is
optlnallﬁ adapted to the german network structure. It wasl ot of
u

work to ild a conpletely new design, but now we know_ that it
made sense. W didnpt foryfun, and %e had | ot of fun. Especially

we feel that it is nore satisfying to find self made bugs than
scratching around in sources from other people.
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thout the autgrouter the users |iked FlexNet
because thé design and handling is easy to understand. The
network is fully transparent for other protocols. Now with V.3,
users and even Sysops no nore have the need to look at the
network topographie. There is not one paraneter for the router

Al ready w

sysops can play with, all informations except the neighbour Iist
is automatically bui lt.” So .users can S "¢ <mal'lbox> via
<node>" to their TNC and it wll work ‘on the best route

available. |t is nearly inpossible to find a better route to the
want ed destination than the router chooses. Sysops |like FlexNet
because they need no tables with paraneter lists, everythi n(];_can
be controlled with plain text comands. Maintenance of "the Tinks
IS easy, the node keeps track with changing link qualities.
There 1s no need for unproto tests to check the links. Even
worse, it is senseless to check a link with unprotos |ike
"(sysop> t0 <test> via <mynode>, <othernode>, <mynode>'", because
this frame mght be routed through sone neccesary deviations and
come back with the original callfield.

_ Al frames running through the network carry  the
informati on about the originator and the first node on which it
canF I| nto the network. Control authorities think that to be very
useful .

In the neantime foreign groups are interested in FlexNet
and wo hope to be able to Support them RMNCs are now running in
the GDR, _ Belgium  France, Switzerland, Austria, Italy, and
Hungary. Especrally in eastern countries our cheap concept "is of
great ‘interest.
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